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IBM Db2 pureScale Primer

IBM® Db2® pureScale® leverages the parallel sysplex architecture 
and data sharing technology to provide mainframe-class continuous 
availability (5 9s)1

1. Always on - No unplanned downtime
2. Extreme scalability – Unlimited capacity 
3. Application transparency – No application changes, no data 

redistribution, and no performance tuning required

Db2 pureScale is an active-active database cluster solution for transactional 
workloads. It reduces the risk and cost of business growth.
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1 An IBM case study on PUMA with Db2 pureScale

Business Challenge: Flexible scaling, microservices, and  
continuous availability of Db2 to interact with an 
increasingly digital world.

Solution: Add Db2 pureScale feature to support flexible 
scaling. Develop new functions as microservices in 
Red Hat® OpenShift® containers for faster digital 
innovation.

…

https://www.ibm.com/case-studies/puma/


Db2 pureScale on 
AWS Marketplace

https://aws.amazon.com/marketplace/pp/prodview-fyclwzxhlopby

New

https://aws.amazon.com/marketplace/pp/prodview-fyclwzxhlopby


Db2 pureScale on 
AWS Documentation

https://ibm.biz/purescaleaws

https://ibm.biz/purescaleaws


The Challenges of 
Containerizing Databases
If a containerized 
application has a built-
in database, that 
database disappears 
when the container 
shuts down and is 
recreated from scratch 
when it boots back up 
again.

Many databases were 
not designed to be 
cloud native, 
compatible with 
containers or 
orchestrated by 
Kubernetes.

Because of the 
benefits of moving to a 
containerized 
environment, there’s a 
great deal of interest 
from enterprises in 
finding ways to run SQL 
and no-SQL databases 
on Kubernetes.

The trick is to provide 
developers with a data 
fabric that just works, 
without forcing 
developers to struggle 
with security, 
auditability or 
scalability.

https://thenewstack.io/databases-finally-get-containerized/



Db2 Containerization 
Evolution
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Db2 Warehouse
11.1.4/11.5.x

IBM Public Docker
Registry

2Q/2016

Db2 Download & Go
11.5.x

Docker/OCI
IBM Public Docker

Registry

2H/2017

Db2 11.5.x
Db2 / Db2 WH

Helm
IBM Cloud Private

2H/2018

Db2 Community
11.5.x

Docker/OCI
IBM Public Docker 

Registry

2Q/2019

Db2U
11.5.x

Db2
Helm

IBM Charts

1H/2019

Db2U
11.5.x

Db2 / Db2 WH
Helm

IBM CP4D

2H/2019

Db2U
11.5.x

Db2 / Db2 WH
Operator

IBM CP4D

2H/2020

Db2U
11.5.x

Db2
Operator

IBM Operator Catalog

2H/2020

Db2U
11.5.x

Db2 WH
Operator

IBM Operator Catalog

1H/2022

Db2U
11.5.x

Db2 / Db2 WH
Operator

IBM Operator Catalog

2H/2022

Phase I - Basic Install
Automated application provisioning and configuration management

Phase II - Seamless Upgrades
Patch, minor version upgrades, application 
provisioning and configuration management

Phase III - Full Lifecycle
App lifecycle, storage lifecycle 
(backup, failure recovery



Db2 Containerization Support



Migrating to Containers

Planning
How long will the move take?
Is there a migration required?
Do I need to decrypt the data?

Is the database offline?
Do my applications change?

Cost
How much time will it take?
Do I need more resources?

How much of an outage?
Manual or Automated effort?

Data Movement
Is the transport secure?

Do I need to expose the data?
How fast can I move data?

Is the process recoverable?
Are the IOPs sufficient?

Verification
Do I need to verify all data?

Is optimization required?
Can applications connect?

Additional features needed?
Are the databases in sync?



Export Tables
Decrypt and Export table 

contents into a readable format 
and place it onto a shared 

device or move contents to the 
target

Import/Load
Recreate Table definitions and 
Import the data into the new 

database

To-do
Create Database

Create Table Definitions
Create Views, Stored 

Procedures, Views, MDC, 
MQTs, and any Optimizations in 

the Database

Migrating a Database
A Traditional View



Db2 Click to Containerize

The fastest way to move your data from 
an On-premise Db2 Linux system to a 
Cloud Environment

– Move to OpenShift, Kubernetes, or 
Cloud Pak for Data 

– Containerize your data or move to a 
traditional server instance

– Command line or UI tool for flexibility

– With automatic database upgrades 

More info: ibm.biz/c2cguide

Clone Database Storage
All database file objects are moved in 
their original format with no exporting 

or decrypting of the data

Copy
Source database file 

objects are cloned into 
the new location intact 

To-do
Rebind applications

No SQL changes necessary

Optional
Database files can be stored 
offline for later deployment 

into an air-gapped server

ibm.biz/c2cguide


Choice of Destination and 
Linux Distributions 

15

Intel or IBM Power
Servers

Red Hat OpenShift
Service on AWS

Db2 Linux Server x64 
or powerLE
– 10.5 fp7
– 11.1
– 11.5

IBM Cloud Pak for Data

Public 
Cloud



Which Approach to Use?

Database Migration

Move between different O/S (AIX, zOS)
Change configuration and codepages
Unsupported database versions
All or subset of data
SQL Access only 
Topology change (MLNs for DPF)
Object recreation required
Data must be exported and decrypted

Db2 Click to Containerize

Move only Linux to Linux environment
All database features moved intact

Current releases only 10.5, 11.1, 11.5
Entire database movement

Direct file access, no SQL used
No change in configuration allowed

No rebuild of objects required
No exposure of the data



Db2 CQW Database
m5a.2xlarge
8 VPC 32Gb

CentOS 7 AMI
Db2 11.5.4

Shift

Source database file objects 
are moved into the new 

location intact 

EKS Cluster
Db2 Worker Node

r5b.4xlarge
16 VPC 128Gb

Db2 11.5.7

Demonstration Scenario

Table Size

Database Size (RAW) 100Gb

Customers 2000000

Addresses 941566

Customer Demographics 1920800

Date Dimensions 73049

Household Demographics 7200

Income Bands 20

Items 202960

Promotions 1000

Stores 394

Store Sales 262185014

Time Dimensions 36000



Shift Targets
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• The Shift targets have been expanded in the newest release
– Continues to support OpenShift 3.11, and 4+ clusters
– CP4D V3.5 and V4+ are supported
– New! Kubernetes Distributions (1.19+) are supported
– New! MicroK8S, MiniKube for small systems

• Operating System Support
– CentOS 6, 7, 8, RHEL 6, 7, 8, CentOS Stream
– Ubuntu 18.04, 20.04. 22.04
– Power LE 
– SUSE 15



Shift Modes
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• The Shift mode has been expanded
– Shift between Db2 instance and another Db2 instance (traditional Db2)
– Create Database on target if it doesn't exist (Db2 instance only)
– Set up HADR at target and initialize source and target (Pod or Instance)
– Create cloned databases without requiring target information (Pod or Instance)

• Useful in air-gapped environments
– Clone copy to and from a POD
– Reverse shift (back-out) from POD back to an instance

Db2 to Db2



Db2 Shift Scenarios
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• The Db2 Shift utility provides support for 9 scenarios
– Shift Operations

• Shift a Db2 database to OpenShift, Kubernetes or CP4D
• Shift a Db2 database to another Db2 instance

– Clone and Deploy a Database
• Create a Cloned copy of the Db2 database for later deployment
• Deploy a clone into an OpenShift, Kubernetes or CP4D container
• Deploy a clone into another Db2 instance

– HADR Operations
• Initialize HADR between Source and Target POD 
• Initialize HADR between Source and Target Instance
• Initialize DMC and LDAP Authentication for CP4D

– Copy Cloned Databases to a POD



Containerize Db2 to OpenShift, Kubernetes, or CP4D
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• Containerizing an existing Db2 database on an on-premise system to OpenShift, 
Kubernetes, or CP4D is the most common scenario for using Db2 Shift

• In order to move a Db2 database to a POD you will require the following information:
– Source Database details
– Destination location and POD details 
– Type of Containerization environment
– Shift Options

• The target of the Db2 Shift operation can be
OpenShift, a Kubernetes cluster, or 
Cloud Pak for Data 



Containerize Db2 to OpenShift, K8s or CP4D Dialog
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• The Source and Destination Details are the only required fields 

• The additional fields provide more options for the Shift process



Optional Fields
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• Metadata
– Used for gathering information on the source and target destination
– No need to use this unless you want to test the connections between the source and the 

target (verify) or you are shifting a database that needs to be offline (upgraded)

• Sync Options
– By default, all shifts are performed from beginning to end
– You can shift incrementally by using the Initialize/Refresh/Finalize Options

• Move Options
– Use Database for OpenShift and K8s, Database/LDAP/DMC for CP4D, and HADR if you 

want the target POD created as a standby for the primary database

• Exclude Routines
– Do not move any external routines found on the source database library path



Optional Fields (Continued)
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• Database Mode
– The database can be online during a shift operation (11.5 only)
– For databases that require an upgrade (10.5 and 11.1), the database needs to be offline 

for the shift to work properly (Db2 requirement)

• Thread Count
– The Db2 shift utility can use up to 8 threads when communicating with the target location
– The more threads, the more throughput, but at the expense of CPU resources
– The limit is usually the Ethernet performance, not the threads

• Compression
– The data stream can be compressed when communicating with the target
– If the network is >1Gb/sec then there is no benefit from using this setting
– Anything less than 1Gb/sec may find compression helps at the expense of CPU cycles



Optional Fields (Continued)
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• Overrides
– All source database settings are retained at the target location
– Instance settings do NOT move to the target

• You may need to adjust the target's instance settings
• This field provides a way of setting instance values that will be updated during the shift process

– The Analyze option (^A) will provide a summary of the differences between the source 
and target and allow you to select which settings to override



Shift Db2 to another Instance
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• This format of the Db2 Shift will take an existing Db2 database on an on-premise 
system, and shift it to another traditional Db2 system to:
– Another on-premise server
– A Cloud virtual machine (i.e. EC2)

• This does not containerize Db2!

• The command requires the following information:
– Source Database details
– Destination location
– Shift Options

• The db2shift program assumes that you are currently connected to the instance that 
has the Db2 database and have ssh connectivity to the target server



Shift Db2 to another Instance
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• The Source and Destination Details are the only required fields 

• The FORCE DATABASE CREATION option will create the database at the target

• The additional fields provide more options for the Shift process and are identical to 
the Db2 Shift to POD command



Clone a Database
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• The Db2 Shift clone option is used to take an existing Db2 database that is currently 
on-premise, and clone it into a directory
– This cloned database can be transported to another server and deployed at that location
– The advantage of cloning is that the destination does not need to be connected to the 

source location and the deployment of the clone can be done at a more convenient time

• The Db2 Shift program requires the following information:
– Source Database details
– Clone Options

• The destination details are not required
to clone a database



Create a Clone of a Database
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• The Source is required as well as the directory to place the cloned copy

• The additional fields provide more options for the Shift process and are identical to 
the Db2 Shift to POD command

• HADR and Compression options are not used



Deploy a Clone to a POD
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• This Db2 Shift option will take a database clone and deploy it into a Db2u pod 
running on OpenShift, Kubernetes or CP4D

• The requirements for deploying to a POD are identical to a direct shift

• The command requires the following information:
– Database name and clone location
– Destination POD details
– Type of Containerization environment
– Shift Options



Deploy a Clone an Instance
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• This Db2 Shift option will take a database clone and deploy it into another Db2 
instance running natively (in any environment including Cloud VMs)

• The requirements for deploying to an Instance are identical to a direct shift

• The command requires the following information:
– Database name and clone location
– Destination instance details
– Shift Options



Initialize HADR to a POD
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• This Db2 Shift option will take a source and destination (POD) database and start the 
HADR service between them
– The Db2u pod must have been created with the HADR option during the shift step
– Note that a destination HADR port is not required since it is automatically generated for 

you by the Db2 Shift program

• The command requires the following information:
– The source database name and server
– The destination POD and server details



Initialize HADR to an Instance
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• This menu is similar to the previous one where the HADR service is setup between 
the source Db2 database and another Db2 instance
– The Db2 database on the target system must have been created with the HADR option 

during the Shift operation

• The command requires the following information:
– The source database name and server
– The destination server details



Initialize LDAP and DMC (CP4D Only)
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• Db2 Shift will automatically add the appropriate userids to the LDAP service and 
reset the Data Management Console (DMC) when shifting to CP4D
– If you choose to shift a database and set it up as an HADR secondary, the LDAP and DMC 

setup cannot be performed until after you have converted the secondary POD into the 
primary server

• You must supply the name of the database, POD name and project as well as the 
name of the instance owner to update the LDAP and DMC settings



Copy a Clone to a POD
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• This Db2 Shift command provides a feature that allows a user to copy an existing 
database clone copy to a POD, or to retrieve a database clone from a POD

• Once a database clone has been generated, the copy can be moved to any location 
and then deployed locally
– This option provides a convenient way of copying the database using Db2 Shift without 

having to use OpenShift or Kubernetes commands

• The panel requires the following information:
– Type of copy (From Source to Target or Target to Source)
– Source cloned database directory
– Target cloned database directory
– The destination POD and server details



Db2 Shift Performance
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• There are two settings which will impact the performance of a Shift operation:
– Threads - the amount of parallelism that Db2 Shift will use
– Compression - How much compression will be applied to the data stream during shifts

• The impact of these two parameters can be substantial

• Deciding what setting to use is based on network speed, CPU capacity and overall 
load on the source system

Performance



Threading
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• Syntax:

• The copy phase of the Db2 Shift program can use multiple threads to transmit data 
to a destination

• This setting allows you to increase the parallelism up to 8 threads

• As you increase the number of threads, the amount of data being transmitted 
increases, at the expense of greater CPU usage and network congestion

• The default value is 4 which strikes a balance between overhead and network 
performance



Compression
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• Syntax:

• RSYNC compresses the data during the transfer process to allow for faster 
movement of data

• The amount of compression can be adjusted from 0 to 9 with 0 turning off 
compression and values between 1 and 9 increasing the amount of compression 
applied to the data
– A value of 4 has been found to be a good compromise between compression overhead 

and data size on slow networks (< 1Gb/s)
– For high-speed networks, a value of 0 is recommended unless there is a requirement to 

reduce network traffic

• Higher compression values will result in more CPU usage and may not significantly 
reduce the size of the data stream



Elapsed Time
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• 289M rows of transactional database with database size of 50Gb

• Best elapsed time 237 secs, with 131 sec for the data transfer

• Why 4 threads?

Elapsed Time

Copy Time

4 Threads is optimal



Combined CPU and Network
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• CPU Usage is directly correlated to Network Throughput

• Maximum network throughput
– 1 thread was 1240 Mb/sec
– 4 threads was 4890 Mb/sec

• Throughput was capped by processor speed and network limit of 5Gb/s

1 Thread 4 Threads



Compression
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• The Compression setting has a negative impact on elapsed time
– It will reduce the amount of network traffic but at the expense of elapsed time and 

CPU usage

19x Longer Elapsed Time!



Summary

HADR /
Log roll forward

Seamless Failover-Zero Downtime

Split Mirror Like  Copy Option 
Db2 Linux

Db2 Linux Db2 for OpenShift
/ Cloud Pak

Db2 for Kubernetes
/ Cloud Pak

• Moves Databases to and from:
• Normal Db2 Instance
• Containerized Db2 Instance 

• Support Multi-tenant Db2
• Supports offline Clones
• Inflight Version Upgrade
• Db2 Warehouse / OLTP
• Volumes = GBs to Terabytes
• Cloud or Local Deployments

• IBM Cloud Pak For Data Deployments
• Kubernetes
• OpenShift

• Tunable Transportation

HADR/ Log Shipping

Offline Move



Db2 Click to Containerize

Visit ibm.biz/c2cdownload for more details on the 
Technical Preview of Db2 Click to Containerize

Documentation is available on ibm.biz/c2cebook (PDF) 
or ibm.biz/c2cguide (HTML)

Self-paced lab is available for business partners and 
IBMers at ibm.biz/c2cv2lab. Lab details are described in 
the following PDF ibm.biz/c2ck8slab

Single page fact sheet can be found at 
ibm.biz/c2cfactsheet

Resources

ibm.biz/db2-c2c
https://ibm.biz/c2cebook
https://ibm.biz/c2cguide
ibm.biz/c2cv2lab
https://ibm.biz/c2ck8slab
ibm.biz/c2cfactsheet
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