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Agenda

What are the causes of performance problems

How do you detect they are happening

What can you do to prevent them

Use what-if predictive analysis to see what effects a change might have before 
actually making the change 
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Purpose

My clients want an easy button

I see 1500+ metrics

What should these numbers be?

The answer:

ñIt dependsò

Or 42 according to Douglas Adams
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What are performance problems?

ÅWhat are we looking for?

ÅCPU time?

ÅMULC are based on the max 4 hour rolling average over a month

Å Db2 application may or may not contribute

ÅElapsed time

Å Slow application response

Å Holds resources longer

Å Can cause more contention

ÅWLM implications ïperiod 1, 2, 3

ÅResources in short supply cause performance problems 
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When is CPU use a problem?

100% + latent demand

Causing a spike in the 4 hour rolling average

Driving capacity on demand

Failing to meet SLA

6



Does CPU really matter?

< 95% WLM not active

Contributing to monthly spike?
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Where to start?

ÅStart high, drill down, learn root causes

ÅElapsed Time ïwhat are the major contributors?

ÅWait times

Å Lock/latch

Å Data sharing

Å Unaccounted for time

ÅAlways slow or only occasionally
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Wait times

No matter how fast your machine is, they all wait at the same speed

-Peter Enrico
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What can cause performance issues?

ÅThe three Rôs

Å RUNSTATS

Å REBIND

Å REORG

Å Indexes

ÅBad SQL

ÅContention

ÅBufferpool issues
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