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What are the causes of performance problems
How do you detect they are happening
What can you do to prevent them

Use what-if predictive analysis to see what effects a change might have before
actually making the change
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Purpose

My clients want an easy button
| see 1500+ metrics
What should these numbers be?

The answer:
Alt dependso

Or 42 according to Douglas Adams
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What are performance problems? SH RE

A What are we looking for?

A CPU time?
A MULC are based on the max 4 hour rolling average over a month
A Db2 application may or may not contribute

A Elapsed time
A Slow application response
A Holds resources longer
A Can cause more contention
A WLM implications i period 1, 2, 3

A Resources in short supply cause performance problems
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A
When is CPU use a problem? SH RE

100% + latent demand
Causing a spike in the 4 hour rolling average
Driving capacity on demand
Failing to meet SLA
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Does CPU really matter?
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Where to start? SH RE

A Start high, drill down, learn root causes
A Elapsed Time i what are the major contributors?

A Wait times
A Lock/latch
A Data sharing
A Unaccounted for time

A Always slow or only occasionally
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Walt tlmes : R;‘—'Vi;2i—/;7:>4h:-|\ LUENC

R/THRDRESP Thread Response Time
SORT N/A
Auth ID ANDRO16 Plan DSNREXX Coxrrxr ID DEMOCDA
Times in HH:MM:SS.TTTT % App % DB2 ¥ i 9
Elapsed Time Ppp 12:02.1481 Evnts Elpsd Elpsd <0 0
TCB Time Appl 1.9425 N/A 0.3
Total DB2 Elapsed 27.1141 N/A 3.8
Appl DB2 Elapsed 27 .1141 948 100
Total DB2 CPU 1.0670 N/A 3.9
TCB Time DB2 1.0670 N/A 3.9
wWait for DB2 I/O 5.2315 525 19.3
Wait Local [Lock 0.2494 14 0.9
Wait Other Read 0.0056 1 0.0
Latch Wait 0.0000 2 0.0
Wt Data Shr| Msgs 7.8656 554 29.0
Wait Global| Cont 0.0049 15 0.0
Wt Log Write I/O 0.0198 8 0.1
Wait DB2 Sejrvice 2.3645 62 8.7
Update Commit 1.3161 34 4.9
Open/Close|/HSM 0.7989 6 2.9
SYSLGRNG Updats 0.2150 14 0.8
Other XUS Wait 0.0344 8 0.1
Async IXL gs 0.0000 16 0.0
Glbl Child [L-Lk 0.0098 59 0.0
Glbl Other [L-Lk 1.0607 201 3.9
Glbl Pgset [P-Lk 0.0667 10 0.2
Glbl Page Pl-Lk 0.7930 44 2:.°9
Glbl Other [P-Lk 0.0260 6 0.1
Other DB2 Tlime 8.3468 N/A 30.8

No matter how fast your machine is, they all wait at the same speed
-Peter Enrico
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A
What can cause performance issues? SHL-\RE

AThe three ROS
A RUNSTATS
A REBIND
A REORG

A Indexes

A Bad SQL

A Contention

A Bufferpool issues



